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the Sharpe Ratio

The "Reward-to-Variability” ratio introduced in 1966.[10]

Inherently a sample statistic:
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where [i is sample mean, & sample standard deviation of
strategy returns. (lgnore risk-free rate for simplicity.)

Call it ‘'SR’. Contrast with population analogue, { =¢f p1/0 the
'Signal to Noise Ratio’ (SNR).

Units of SR and SNR are “one over root time.” So
“annualized” SR units are yr—1/2,



...Except

e Actually the same as Student'’s ratio.[3]
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Later converted to ‘modern’ form by Fisher.[2]
e Sharpe ratio is, up to scaling, the t-statistic:
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o f/ﬁ asymptotically takes (non-central) t-distribution.

e Can test not just mean, but the SNR ¢ = p/0.

p.sr <- function(sr,df,snr=0,a.fact=252) {
#H_O: SNR=given snr vs H_1: SNR>given snr
p-val <- pt(sr*sqrt(df/a.fact),df-1,
snr*sqrt(df/a.fact) ,,lower.tail=FALSE)




Why it Matters: the t-stat is well studied

e Standard error estimation: for SR by Lo (2002), for t-stat by
Johnson and Welch (1940). [7, 5]
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e Confidence intervals via t-distribution:

qco.sr <- function(sr,df,alpha,a.fact=252) {
#q'tile of S.R. 'Confidence Distribution'
adj.c <- sqrt(df/a.fact)
find.ncp <- uniroot(function(ncp)
(pt(sr*adj.c,df-1,ncp) - (1-alpha)),
interval=c(-36,36)) # a hack!
return(find.ncp$root / adj.c)
}
sr.ci <- function(sr,df,alpha,...) { # CI
return(c(qco.sr(sr,df,alpha/2,...),
qco.sr(sr,df,1-(alpha/2),...)))



Power and Sample Size

Relation between sample size, effect size (SNR), and rates of false
positives and false negatives.
e Hypothetical Vendor: “| have three years of historical data.”
e Hypothetical Strategist: “This strategy has SNR 0.6yr—1/2.”
e Hypothetical Investor: “You have one year to prove yourself.”
Good sample size approximation of form
K
(%’
with x a function of type | and type Il rates, 1-sided or 2-sided
test, etc. "Lehr's rule.” [14, 5]

n=

one.sided two.sided
power = 0.50 2.72 3.86
power = 0.80 6.20 7.87

Table: Value of k to achieve given power in t-test, a = 0.05.



Power and Sample Size, a simple rule

remember this rule
For test that SNR is zero, with 0.05 type | rate, and 50 percent
power, let
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n = Z mnemonic form: e ~ n¢>

Using the rule:

e Hypothetical Vendor: “| have three years of historical data.”
Answer: Strategy must have SNR > 0.95yr—1/2.

e Hypothetical Strategist: “This strategy has SNR 0.6yr—1/2.”
Answer: Need 7.6 years of data to backtest. (!)

e Hypothetical Investor: “You have one year to prove yourself.”
Answer: Strategy must have SNR > 1.6yr—1/2,



Generalizing to Hotelling

Hotelling T2 is multivariate generalization of Student's t:[4]
T2 =4 np "1,
An Instance of Roy's Union-Intersection Test:[9]
2 w' i i £2 £2
T = nmax <m> = nmvexC (w) = nz,

where f* is SR of Markowitz portfolio w, o f‘lﬂ.
Via Hotelling T2, maximal Sharpe squared has F-distribution:

(n—p)
p(n—1)

where (, is SNR of population optimal portfolio, v, oc ¥ 1p.
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n.b. SNR of w, is no greater than (,.



Inference on (,

e Received wisdom: “never look at CA* when computing w,."

e Via F-distribution we have

2
E [{2] = %, where ¢ = p/n,
2 (c+2¢2)

nvar (ff) ~ W

Gives unbiased estimator: E {(1 — )2 - c} = (2.
e Cl on (. by inverting F-CDF; MLE by maximizing F-PDF.
(Use pf and df.)
e Via F-distribution, if (2 < 1= then MLE of (. is 0. [13]
rule of thumb

“If (2 < ¢, don't trade it!”




Example Usage Vanilla Hotelling

Index data BASI, INDU, CONG, HLTH, CONS, TELE, UTIL,
FINA, TECH from fPortfolio: :SPISECTOR, from 2000-01-04 to
2008-10-17. (n = 2198 days, p = 9 stocks)
e Optimal in-sample Sharpe ratio is lyr~
e MLE for ¢, is 0.1yr1/2.
Note ff = 0.00415day~! and ¢ = 0.00409day !, close to the
rule of thumb cutoff.

e 95% Cl for (4 is [0yr‘1/2, 1.3yr_1/2]

1/2



Approximation of Strategy Overfit |

Caricature of quant work:
e Construct strategy parametrized by 0;
o Backtest strategy for 61,05, ...,60,.
e Pick 6; that maximizes SR of backtest, call it 6,.
e Profit! (or not)
Toy Example: Moving Average Crossover:

e 0 is vector of 2 window lengths; Long the instrument exactly
when one moving average exceeds the other.

e Brute-force backtest for allowable window lengths.

Q: How to estimate the SNR of 6,7



Approximation of Strategy Overfit |l

Q: How to estimate the SNR of 6,7
A(?): Make PCA-like linear approximation of returns vectors:

{x1,...,xm} = L C {Yw|w e RP}

Then use Hotelling to make rough inference on (.
Only need to observe

f* — 5(0*) =df max 6(01)7

1<i<m

and estimate p.
Estimate p by Monte Carlo under null, PCA, or SWAG method.



Overfit of Simple 2-Window MAC
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Empirical Quantiles

Theoretical Quantiles

Figure: 1024 Monte Carlo sims of model selection in 2-window MAC over
2500 days,Aunder the null (no population drift or autocorrelation).
In-sample (. values transformed to F-statistics with p = 2.075.

Use on GSPC adjusted returns (2000-01-03 to 2009-12-31, 2515
days), MLE of . is 0.65yr=%/2; 95% Cl is (Oyr—1/2,1.3yr 1/2).



Delta Hotelling

Can generalize Hotelling statistic to get 'Spanning Tests' [1, 6]

Let T§+q,T§ be Hotelling stats on full set of p + g assets and

subset of p assets. Do the g marginal assets 'add any value’.
Let

2
Tp+q
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2 A2 52
- Tp =(n—p—1) C*,p+q - C*vp

AT?2=(n—p—-1 P
(r=p=1) 1—(1/n)+ 2,

AT? also takes a (non-central) Hotelling distribution:

n—(p+q) 1o
— T AT2~ F(g,n—(p+4q),9),
an—p—1) (g.n—(p+q),0)
Cf,erq_Cf,p

1—(1/n)+¢2p

d=(n—-p-1)

Same inference on § can be applied (MLE, CI).



Example Usage: Delta Hotelling

Delta Hotelling: what do BASI, INDU, CONG, HLTH, CONS,
TELE add to UTIL, FINA, TECH?

o MLE for (¢Z,, 4 —CZp) is Oyr L.
e 95% Cl for (¢2,,,—(2,) is [Oyr™1,0.26yr .



Further Directions

e Problems under constrained portfolios; Ti is not a 'similar’
statistic; distribution depends on nuisance parameter .
[11, 8, 12]

e |nference on CA* not the same as inference on wy;

Model the SNR of w,.

e Version 0.01 of ratarb package.
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Skew and Sharpe |

distribution param skew ex.kurtosis  typel
Gaussian 0 0 0.048
Student’s t df =10 0 1 0.039
SP500 -1 26 0.077
symmetric SP500 0 25 0.063
Tukey h h=01 0 5.5 0.057
Tukey h h=024 0 1.3e+03 0.056
Tukey h h=04 Inf  0.15
Lambert W x Gaussian delta =-0.2 -1.2 5.7 0.05
Lambert W x Gaussian delta =-0.4 -2.7 18 0.08

Lambert W x Gaussian delta = -1.2 -30 5.2e+03 0.28

Table: Empirical type | rates of the test for ( = 1.0 via distribution of the
Sharpe ratio are given for various distributions of returns. The empirical
rates are based on 1024 simulations of three years of daily returns, with a
nominal rate of & = 0.05. Skew appears to have a much more adverse
effect than kurtosis alone.
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