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Predictive Models are easier to improve by adding meaningful 
features vs complex statistics (or more quants)

Introduction & Premise

Standard Financial Data Quant Researchers

- Low Marginal Lift

- Demands free food

- Too many GARCH discussions

+ +
More Data

- Potentially high lift

- No food demands

- Does not talk about GARCH
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Weather Stations Globally – Capturing Data

Weather Data
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Weather Data 

Weather Data
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Calculation of the Synthetic Weather Station – A Representation of 
weather temporally around a company of interest

Weather Data

Company POI

Example Company Locations
• Calculation dependent on population surrounding 

company location

• If a company does not have POI data then weighting 
goes to METAR space

Synthetic S𝑡𝑎𝑡𝑖𝑜𝑛 =
1

σ𝑖=1
𝑛 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑖

* 
1

𝑛
σ𝑖=1
𝑛 𝑃𝑂𝐼𝑤𝑥𝑖 ∗ 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑖

𝑤ℎ𝑒𝑟𝑒 𝑖 𝑖𝑠 𝑎 𝑃𝑂𝐼 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛

Equation

Recommendation: use data.table for 

both mapping of POI to weather and 

aggregation
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Aggregating Geospatial Weather Data to appropriate periods 
of interest 

Weather Data

Synthetic Station Generator Feature Generator Quarterly Aggregates

Weather Feature Normalization

Synthetic weather stations used 
to create weather factors around 
each company POI.  Weighted by 
Population

Weather features normalized 
using anchored z-scores

Ticker Has POI data

Synthetic weather stations used 
to create weather factors around 
all METAR Stations in key areas.  
Weighted by Population

Ticker Has NO POI data

For Each Synthetic Station

• Departures from Normal
• Growing Degree Days
• Heating Degree Days
• Cooling Degree Days
• Business Hour Weather …

Average Over Period

𝑊𝑋𝑖 =
1

𝑛
෍

𝑖=1

𝑛

𝑉𝑎𝑟𝑖

Use data.table!!! 
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What formulating the prediction statement looks like:

Weather Data – Putting the pieces together

Growing 

Location

Gathered weather data for 

commodity-growing regions

Problem Statement: How do we use weather and commodity data to predict product prices across different markets?  

Built dynamic forecasting 

model using data and analyzed 

data using Machine Learning

Identified new trading opportunities 

based on known features and 

weather resulting in a profitable 

strategy and a sharpe > 1

𝑇𝑎𝑟𝑔𝑒𝑡𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑡
= 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟𝑠𝑡−1
+ 𝑃𝑟𝑒𝑐𝑖𝑝𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑡−1 + … .
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News Data: Raw News data in XML Format

News Data
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End-to-end workflow for news data aggregation and analysis

News Data

Data is coming from New York Times

Have access to everything published 
(print and online) historically 

Requested articles from 2001 to the end 
of 2018.  All articles include full text
and metadata (section, date published, 
keywords, etc.)

All tickers are mapped to a company 
name, nicknames, and subsidiary 
companies (Darden to Olive Garden)

Found matches between company 
names and article text/keywords.  
Potential for articles to match to 
multiple companies

10+ features are extracted from article 
including: sentiment, taxonomy, and 
word count

R Packages: XML, tm
Sentiment: Dictionary Score/Proprietary 

Aggregation Cleaning Analysis
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Feature creation and engineering for news data

News Data

Example features that can be generated on a per taxonomy basis
1. Sentiment
2. Word Count
3. Rolling averages (looking backwards) using  N day windows
4. Importance Score (combination of sentiment and word count)
5. Sentiment Index (3 Buckets)
6. Word Count Index (6 Buckets)

There are other features on a daily basis such as Sentiment and Word Count 
Index

Decay algorithm is used to carry previous 
observations forward when no new news articles 
are released.  Values decay at X% rate each day 
until a new article is released, resetting the value.

All values decay towards zero.  For sentiment 
values that is trending towards neutral (1 is 
positive, -1 is negative).  Word count trends 
towards zero from a positive number to show the 
lessening importance/relevance of an article 
over time.

Features Moving Forward
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News data - Results

Case Study: News & Equity Predictability
Problem Statement:  Does news data have additive predictive power on equity returns?

• Target Variable: Daily Returns of 50 Equities 

Pool

• Predictors: News data (New York Times), 

Fama-French Carhart factors

• Period: January 2 2001– December 29 2017

• Takeaways: 

• News factors of average sentiment, word 

count and importance score are 

statistically significant 

• Not as significant as FFC factors but still 

provide some predictive power

𝑬𝒒𝒖𝒊𝒕𝒚 𝑹𝒆𝒕𝒖𝒓𝒏𝒔 = 𝑵𝒆𝒘𝒔 𝑭𝒂𝒄𝒕𝒐𝒓𝒔 + 𝑭𝒂𝒎𝒂 𝑭𝒓𝒆𝒏𝒄𝒉 𝑪𝒂𝒓𝒉𝒂𝒓𝒕 𝑭𝒂𝒄𝒕𝒐𝒓𝒔




